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Abstract

We study the optimum design of an adaptive modula-
tion scheme based on M-QAM modulation assisted by
channel prediction for the flat Rayleigh fading chan-
nel. The data rate and transmit power are adapted
to maximize the spectral efficiency, subject to average
power and instantaneous BER constraints. Optimum
solutions for the rate and transmit power are derived
based on the predicted SNR as well as the prediction
error variance which are assumed to be available at
the transmitter. The analytical results are evaluated
and presented.

1 Introduction

Adaptive modulation, or link adaptation, is a power-
ful technique for improving the spectral efficiency in
wireless transmission over fading channels. The mod-
ulation parameters, such as signal constellation size,
transmitted power level and data rate are here ad-
justed according to the channel conditions. The adap-
tation can also take requirements of different traffic
classes and services such as required bit error rates,
into account. In the case of fast link adaptation con-
sidered here, we strive to adapt to the small scale
fading. The receiver estimates the received power
and sends feedback information via a return channel
to the transmitter, which adjusts its modulation pa-
rameters. Due to the unavoidable delays involved in
power estimation, feedback transmission and modu-
lation adjustment, the adaptation needs to be based
on predicted estimates of the power of the fading com-
munication channel.

The optimum design of adaptive modulation sys-
tems is extensively studied and thoroughly covered
in the literature (e.g. see [1], [2], [3]). However,
in the proposed solutions, perfect knowledge of the
channel conditions at the transmitter as well as er-
ror free channel estimates at the receiver are common
assumptions for the system design and performance

evaluation. In real systems, these assumptions are not
valid. This leads to performance degradation such as
decrease in the throughput and increase in the de-
lay as well as failure in providing the required service
such as the expected bit error rate. Therefore, a solu-
tion based on a more realistic assumption is of great
importance and interest.

In this paper, we intend to design an optimum
adaptive modulation system for a given channel pre-
diction error variance with a corresponding statistical
model, which maximizes the spectral efficiency while
satisfying a BER requirement. The proposed system
utilizes a linear filter to predict the channel quality
at the receiver [4], [5]. Moreover a statistical model
which reasonably well describes the properties of pre-
diction errors is investigated. The model gives a good
estimate of the mean, variance and probability den-
sity function of the errors. Then, the statistical model
is taken into account for performance analysis of the
adaptive modulation schemes such as for example, the
Bit Error Rate (BER) versus Signal-to-Noise Ratio
(SNR) for given prediction error variances.

This paper is organized as follows. Section 2 de-
scribes the system model and the notations which are
used throughout this study. The channel prediction is
explained in Section 3. The BER formula as a func-
tion of predicted instantaneous SNR is evaluated in
Section 4 and the optimal rate and power adaptation
are derived in Section 5. Analytical results are pre-
sented in Section 6 and finally, some conclusions are
drawn in Section 7.

2 System Model

In the adaptive modulation scheme, M-QAM modula-
tion schemes with different constellation sizes are pro-
vided at the transmitter. For each transmission, the
modulation scheme and transmit power are chosen to
maximize the spectral efficiency for the instantaneous
BER and average power constraints based on the in-
stantaneous predicted SNR. The channel is modeled
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Figure 1: Discrete model of the system.

by a flat Rayleigh fading. At the receiver, demodula-
tion is performed using the channel estimation. The
discrete model of the system is depicted in Figure 1.
All the signals are sampled at the symbol rate where
the index n represents the signal sample at time n7T}
where Ty is the symbol period. g, is the complex
channel gain with uniformly distributed phase within
[0,27) and Rayleigh distributed amplitude with pdf
(probability density function) given by
E

ol = e (< 5)

where 03 is the average power of the fading process.

Moreover, the auto-correlation function of the com-
plex channel gain is given by

rg(m) = E(gngy ) = 0gdo(2nfalsm)  (2)

where E( ) is the Expectation function, the aster-
isk denotes the conjugate operator, Jo( ) is the Bessel
function of order zero and f; is the maximum Doppler
frequency!. w, is a sample of the complex AWGN
with zero mean and time-invariant variance o2. ys,
is the noisy observation of g, at the receiver which
is used by an FIR filter at the receiver to predict the
instantaneous received SNR denoted by 4, where an
error free feed-back channel is assumed. Furthermore,
the feed-back transmission delay is presumed to be
taken up by the predictor since the prediction is per-
formed beyond the corresponding delay.

Based on 4, the modulation scheme with constel-
lation size M (¥,,) (out of N constellations available at
the transmitter) which transmits k(9,) = logy, M (4)
bits per symbol, and the transmit power S(%,,) are se-
lected. Each block of k(%) data bits denoted by b,
is Gray encoded and mapped to s, which is a symbol
in the signal constellation and is transmitted over the
flat Rayleigh fading channel. The received sample,
Tn, is used to estimate the channel gain g, which is
used to demodulate r,, to detect the transmitted bits
denoted by b,,. Since the estimation error is believed

!In the following 74 is equivalently used instead of r4(0).

to have a minor effect on the performance compared
to the prediction error, perfect channel estimation is
assumed in the demodulation here, i.e. g, = g,. In
future extension of this work, we however hope to be
able to include estimation error to the model. The
SNR prediction 4, is here assumed to be based on
noisy channel estimates g, and will therefore have a
prediction error, with variance o2.

In this study, the following notations similar to [1]
are used. Let S denote the average transmit signal
power and § = S/c2 denote the average received SNR,
for the channel gain with normalized average power
(ag = 1). For a constant transmit power S, the in-
stantaneous received SNR is v, = 4p, where p, =
|gn|? is the instantaneous channel power gain. Ac-
cordingly, the instantaneous predicted received SNR
is 4, = YPn where p,, = |§n|? is the predicted instan-
taneous channel power gain. For the transmit power
S(#n), the instantaneous received SNR is given by
Yn(S(An)/S). Also, the rate region boundaries are
denoted by {¥;}¥,!, defined as the ranges of 4, val-
ues over which the different constellations are used by
the transmiter, where 4y = oo. When the predicted
instantaneous SNR belongs to a given rate region, i.e.
An € [Hi,i+1), the corresponding constellation of size
M (%) = M; with k(%) = k; bits per symbol is trans-
mitted. Finally, there is no transmission if 4, < 4o
meaning that 4q is the cutoff SNR.

3 Channel Prediction

The channel gain in a Rayleigh fading mobile radio
channel takes values from a complex time series which
can be modeled as a correlated complex Gaussian
stochastic process. The absolute square, i.e. the
power, of the time series is predicted based on lin-
ear regression of the observations of the complex time
series. The unbiased quadratic predictor that is opti-
mal in the Mean Square Error (MSE) sense is derived
in [4] where it is shown that the same prediction coeffi-
cients that are optimal for the linear prediction of the
complex tap, are optimal for the quadratic unbiased
predictor.

The complex channel gain is observed in noise as

Yn =0n té€n (3)

where e,, is assumed to be a complex Gaussian ran-
dom variable which is independent from g,, has zero
mean and auto-correlation given by
re(m) = E(ene;,_) = 020(m). (4)
where 6( ) is the Kronecker delta function.
From the past and present observations, the power
of the signal at time n + L, i.e. ppyr = |gntrl?, is
predicted by an unbiased FIR predictor. In the vector



formulation, the unbiased predicted power based on
the past noisy observations is given by

Ptz = 07 onpfl0 + 7, —07R,0  (5)
where

Pn = [ynaynfla T ;yn—(K—l)]Ha (6)

is the regressor, K is the number of filter coefficients,
0 is a column vector containing the complex filter co-
efficients, H is the Hermitian operator and R, is the
K x K correlation matrix for the regressors. R, is
given by R, = R, + R, where

Rg(n,m):rg(|n—m|) for n7m=17"'7K (7)

and

Re = U?IKXK (8)
where I is the identity matrix. Moreover, (5) cor-
responds to the absolute square of the complex pre-

diction, but with a bias compensation added to it to
provide an unbiased power estimate, i.e.

PlntLin) = 19t rim|” + 19 — 07RO (9)

The miminum MSEs of the channel gain prediction
error (i.e. €, = gn — J(n|n—r)) and the power predic-
tion error (i.e. €y, = pn — P(njn—r)) are given by

afc =ry— rgoRglrg(p (10)
and
07, =15 = Itp R, g, (11)

respectively, where ry, is the cross-correlation be-
tween the signal and the regressor given by

Tgp = E{gn(PnfL}
= [rg(L),rg(L+1),--- ,rg(L+ (K = 1))]".
(12)

Moreover, the filter coefficient vector €, that mini-
mizes the corresponding error variances is given by

=R,'ry,. (13)
Also (10) and (11) are related through

o =02 (2ry —o2). (14)

€p €c

In order to solve the optimization problem, the pdf
of the instantaneous SNR is required. Since g, is a
complex Gaussian random variable, both the true and
predicted powers, i.e. p, = |gn|?> and p,, = |§.|* are
x? distributed. In [5], it is shown that the pdf of v
conditioned on 4 is given by

U(n)U®HF —702) S ek Yol »

f’)’ (7'7) = ,70_62C ,70626

2 .
Io (’7062c 7(7—7026)>,

(15)
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Figure 2: BER versus instantaneous predicted SNR
of M-QAM schemes for 7 = 30 dB and o2, = 0.001.
The solid lines and dashed lines correspond to (19)
based on (17) and (18), respectively.

where U( ) is the Heaviside’s step function and Io( )
is the zeroth order modified Bessel function. The pdf
of 4 is given by

5 mg2 5 mg2
£4(3) = Mexp <_ %) (16)

(rg —02)

The index n is dropped in the pdf expressions since
gn and g, are both stationary random processes.

4 M-QAM BER Performance

The transmitter adjusts the constellation size and the
transmit power based on the instantaneous predicted
SNR 4. Evaluation of the optimal power and constel-
lation size (or rate) which maximize the spectral effi-
cieny and satisfy the BER requirement, requires the
BER formula as a function of 4. Assuming a square
M-QAM with Gray encoded bits, constellation size
M(%), and transmit power S(¥), the instantaneous
BER as a function of v and 4 on an AWGN channel,
is approximated by [6]

N 2
- log, M (

NELG)]
erfc| 4/1.5——=2—
( M(%) - 1>

which is tight for high SNRs. In [1], it is shown that
(17) can be furhter approximated as

-1.6y S(9)
WT) (18)

BER(7,9)

2

(17)

BER(y,%) ~ 0.2exp (

which is tight within 1 dB for M (§) > 4 and BER<
10—3. By averaging (18) over the whole range of the
instantaneous true SNR ~, the instantaneous BER
as a function of the instantaneous predicted SNR is



obtained as

BER(3) = / " BER(1,4)/, (113)dy

a?) c(W) 5 02 (19)

=~ — exp = > qo,
b(3) © P\ 4b(4) 17
where
(i) = 22 o -7 (20)
= X - -c
V=502 OF o2 )’
X 1 1.6  S()
b = = 21
and 5
€)= 5,7/ =30 (22)

In Figure 2, the instantaneous BER is illustrated for
the constant transmit power S(§) = S and different
constellation sizes where both (17) and (18) are used
n (19). It is shown that the results based on the
approximation given by (18) are tight enough.

5 Optimal Rate and Power Adap-

tation

The spectral efficiency of a modulation scheme is given
by the average data rate per unit bandwidth (R/B)
where R is the data rate and B is the transmitted
signal bandwidth. When a modulation with constel-
lation size M (%) is chosen, the instanteneous data rate

k(%)/Ts (bps). Assuming the Nyquist data pulses
(B =1/Ts), the spectral efficiency is given by

-1

R Fit1
m=g= > k[ G bes/is (23)

=0 i

We would like to maximize the spectral efficiency sub-
ject to the average transmit power constraint as

/ S f5(3)dy < § (24)
and instantaneous BER constraint given by
BER(%) = B. (25)

Under a BER constraint, S(¥) can be evaluated in
terms of 4 and M (%) as the following: Let us define

1

= —57, 0<z<1 26
302.6(%) (26)
and R
y=—1, y>1 27)
yo?,

and rewrite (25) as
0.2zt~ ¥ (1-2) = py. (28)

Taking the natural logarithm of (28) and then using
the Taylor approximation Inz ~ z — 1 about = 1,

we obtain A
:1:~1+—1 (02> (29)
and consequently
S(9) = h(§, M(%))
-(M# -1 Sh(z

b
03) N
U (5 - 702).
16 4+7502 In (L) (3 =702)
(30)

As explained in Section 2, a signal constellation
and consequently a transmission rate is assigned to
each predicted SNR region boundary. Therefore, for
a given number of signal constellations, the optimum
predicted SNR region boundary for each constella-
tion corresponds to the optimum transmission rate,
accordingly. Moreover, the transmit power can be ob-
tained from the instantaneous predicted SNR based

n (30). Therefore, the optimization problem can be
simplified to finding only the optimal region bound-
aries. The Lagrangian function is given by

’Y¢+1
TG0, -+ An-1) = Zk/ @i

+ A(g / b3, Mi) F3(3)dd — )

where the optimal region boundaries are found by
solving

(31)

oJ
=0, 0<i<N-1 32
i ’ ='= (82)
which results in
. . ki—1 —k;
h(¥i, Mi—1) — h(%;, M;) = T (33)

where k_; = 0 and M_; = 1 are assumed. Tak-
ing into account (30) and (33), the optimum region
boundaries are obtained by

~ SM@ -
Yi=ln (02) (16 k; i—k A= W) (34)

where the Lagrangian multiplier A # 0 is numerically
evaluated based on the power constraint given as

N-1 o4
> [ nG Mg )
=0 i

pexp (Tg ‘ia (1 +ln (i)» x )

0.2
N-2
> (M; — 1) (Ei(pAP;) — Ei(pAPit1)) +
=0

(MN—1 — 1Ei(pAPn_1) < S



Figure 3: Optimum normalized transmit power versus
instantaneous predicted SNR of M-QAM schemes for
¥ = 30 dB. The upper and lower plots correspond
to P, = 1072 and 1077, and the solid, dashed and

dashed-dotted lines correspond to afp = 0.001, 0.01,
and 0.1, respectively.
where
=1n & E 1 P_Ml—l_Mz
b 02) 165(r, —02) ' ki1—ki
(36)

and Ei( ) is the Exponential Integral given by
J(e®/x)dz = Ei(z). When the optimal region bound-
aries are determined, the maximum spectral efficiency
is evaluated through (16) and (23) as

= max(y02 ,4i) = Y02,
B = ki[exp(— Y(ry —o2) )
i=0 ,-y g €c (37)
e ( _ max(yo7, i41) — Y02, )]
Y(ryg —02)
6 Results

We assume six different M-QAM signal constellations
corresponding to 4-QAM, 16-QAM, 64-QAM, 256-
QAM, 1024-QAM and 4096-QAM, are available at
the transmitter. Also, a flat Rayleigh fading channel
with ry, = 1 is presumed. The optimal region bound-
aries for the cases where the required instantaneous
BERs are 1072 and 10~7 and the average received
SNR 4% = 30 dB are evaluated and shown in Fig-
ure 3, for the prediction error variances o2 = 0.001,
0.01 and 0.1. It is observed that the optlmal region
boundaries are increased when the prediction error
increases, as expected. The maximum spectral effi-
ciency for Py, =10"% and 10~7 and 02 = 0.001, 0.01
and 0.1 are illustrated in Figure 4. The curves show
that the gain in the spectral efficiency using good pre-
dictors is considerable as compared to the poor pre-
dictors. The reduction in spectral efficiency with an
increasing prediction inaccuracy becomes larger when
the required BER is increased. Compare P, = 107
to P, = 1072 in Figure 4.

Figure 4: M-QAM Spectral efficiency versus average
received SNR for P, = 102 and 10~7. The solid,
dashed and dashed-dotted lines correspond to afp =
0.001, 0.01 and 0.1, respectively.

7 Conclusion

The optimum design of an adaptive modulation scheme
based on M-QAM modulation is investigated. The
transmitter adjusts the transmission rate and power
based on the predicted SNR to maximize the spec-
tral efficiency while satisfying the instantaneous BER
and average transmit power constraints. The instan-
taneous BER formula as a function of predicted SNR,
average SNR and predicted error variance is evalu-
ated. Optimum solutions for the adaptive rate and
transmit power are derived. The analytical results
show that the predicted SNR boundaries for a given
constellation size are increased when the prediction
error increases. Moreover, the spectral efficiency de-
creases as the predictor error variance increases and
(or) the required BER decreases, as expected. How-
ever the loss in spectrum efficiency can be significantly
reduced by using a good predictor.
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